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Abstract

G. Gruenhage gave a characterization of paracompactness of locally compact spaces in terms of game theory [6]. Starting from that result we give another such characterization using a selective version of that game, and study a selection principle in the class of locally compact spaces and its relationships with game theory and a Ramseyan partition relation. We also consider a selective version of paracompactness.
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1 Introduction

Many mathematical notions are defined, or characterized, in terms of selection principles of the following two sorts: Let $S$ be an infinite set, and let $A$ and $B$ both be sets whose members are families of subsets of $S$.

Then $S_{\text{fin}}(A, B)$ denotes the selection principle:

For each sequence $(A_n : n \in \mathbb{N})$ of elements of $A$ there is a sequence $(B_n : n \in \mathbb{N})$ of finite sets such that for each $n \in \mathbb{N}$, $B_n \subset A_n$, and $\bigcup_{n \in \mathbb{N}} B_n$ is an element of $B$.

Among topologists and set theorists the best known example of this sort of principle is known as the Menger property: For a topological space $X$, let $\mathcal{O}$ denote the collection of open covers of $X$. In [9] Hurewicz showed that a property for $X$ introduced by Menger in [13] is equivalent to the property $S_{\text{fin}}(\mathcal{O}, \mathcal{O})$.

There is a natural game, denoted $G_{\text{fin}}(A, B)$, associated with $S_{\text{fin}}(A, B)$. This game is played as follows: There is an inning per positive integer. In the $n$-th inning ONE chooses an $A_n \in A$, and TWO responds with a finite
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set $B_n \subset A_n$. A play $A_1, B_1; \cdots; A_n, B_n; \cdots$ is won by TWO if $\bigcup_{n \in \mathbb{N}} B_n$ is an element of $\mathcal{B}$; otherwise, ONE wins.

$S_1(\mathcal{A}, \mathcal{B})$ denotes the selection principle:

For each sequence $(A_n : n \in \mathbb{N})$ of elements of $\mathcal{A}$ there is a sequence $(b_n : n \in \mathbb{N})$ such that for each $n \in \mathbb{N}$, $b_n \in A_n$ and $\{b_n : n \in \mathbb{N}\}$ is an element of $\mathcal{B}$.

The best known example of this sort of principle is known as the Rothberger property: For a topological space $X$, let $\mathcal{O}$ denote the collection of open covers of $X$. In [16] Rothberger introduced the property $S_1(\mathcal{O}, \mathcal{O})$.

The corresponding game for this selection principle, denoted $G_1(\mathcal{A}, \mathcal{B})$, is played similarly to the game $G_{\text{fin}}(\mathcal{A}, \mathcal{B})$, but in the $n$-th inning TWO chooses an element $b_n \in A_n$ instead of a finite set $B_n \subset A_n$. A play $A_1, b_1; \cdots; A_n, b_n; \cdots$ is won by TWO if and only if the set $\{b_n : n \in \mathbb{N}\}$ belongs to $\mathcal{B}$.

During the past few years it has been discovered, especially in the case when $\mathcal{A}$ and $\mathcal{B}$ are collections of certain kinds of open covers of a space, that these selection hypotheses can be equivalently stated in terms of Ramseyan partition relations (see [17], [18], [10], [11]).

For positive integers $n$ and $k$ the symbol (called the ordinary partition symbol)

$\mathcal{A} \rightarrow (\mathcal{B})^n_k$ denotes the following statement:

For each $A \in \mathcal{A}$ and for each function $f : [A]^n \rightarrow \{1, \ldots, k\}$ there are a set $B \subset A$, $B \in \mathcal{B}$, and a $j \in \{1, \ldots, k\}$ such that for each $Y \in [B]^n$, $f(Y) = j$.

Here, as usual, the symbol $[A]^n$ denotes the set of $n$-element subsets of $A$.

Another partition symbol (called the Baumgartner-Taylor partition symbol)

$\mathcal{A} \rightarrow [\mathcal{B}]^2_k$ denotes the statement:

For each $A \in \mathcal{A}$ and for each function $f : [A]^2 \rightarrow \{1, \ldots, k\}$ there are a set $B \subset A$, $B \in \mathcal{B}$, a $j \in \{1, \ldots, k\}$ and a partition $B = \bigcup_{n \in \mathbb{N}} B_n$ of $B$ into pairwise disjoint finite sets such that for each $\{a, b\} \in [B]^2$ for which $a$ and $b$ are not from distinct $B_n$’s, we have $f(\{a, b\}) = j$.

In this paper we consider yet another situation where an old concept (paracompactness) can be expressed in terms of notions that have become familiar in the theory of selection principles. This fact, together with the usual agenda in the study of selection principles, suggests a class of spaces which ought to have important topological properties.
2 Gruenhage’s characterization of paracompactness

Our starting point is [6] where Gruenhage gives the following interesting characterization of paracompactness in locally compact $T_2$–spaces. Gruenhage defines for a space $X$ the following game, $G^*(X)$: Players ONE and TWO alternately choose compact subsets $K_n$ and $L_n$, respectively in inning $n$, where $n$ ranges over the positive integers. The rules of the game are that for each $n$ we have $K_n \cap L_n = \emptyset$. A play $(K_1, L_1; \cdots; K_n, L_n, \cdots)$ is a win for ONE if the set $\{L_n : n \in \mathbb{N}\}$ is locally finite; else, TWO wins.

**Theorem 1 (Gruenhage)** For a locally compact $T_2$ space $X$ the following are equivalent:

1. $X$ is paracompact;
2. ONE has a winning strategy in $G^*(X)$.

3 Converting to the arena of selection principles

A family $\mathcal{M}$ of nonempty compact subsets of a space $X$ is a moving-off family if for each compact set $K$ there is a set $M \in \mathcal{M}$ such that $K \cap M = \emptyset$ [12].

If $X$ is a non-compact space, then its compact subsets form a moving-off family in $X$. Indeed, if $K \subset X$ is compact, choose any $x \in X \setminus K$ and one has $\{x\} \cap K = \emptyset$.

We define (for a space $X$):

- $\mathcal{M} := \{\mathcal{M} : \mathcal{M}$ is a moving-off family on $X\}$,
- $\mathcal{L} := \{\mathcal{L} : \mathcal{L}$ is an infinite locally finite family of compact subsets of $X\}$.

Having in mind Theorem 1, the next theorem gives another characterization of paracompactness in the class of locally compact Hausdorff spaces.

**Theorem 2** For any non-compact topological space $X$ the following are equivalent:

(a) ONE has a winning strategy in $G^*(X)$;

(b) TWO has a winning strategy in $G_1(\mathcal{M}, \mathcal{L})$.

**Proof.** $(a) \Rightarrow (b)$: Let $\sigma$ be a winning strategy for ONE in $G^*(X)$. We define a strategy $\tau$ for TWO in the game $G_1(\mathcal{M}, \mathcal{L})$. Let $\mathcal{M}_1$ be a moving-off family in $X$ chosen by ONE in the first move of the game $G_1(\mathcal{M}, \mathcal{L})$. TWO looks at $K_1 = \sigma(\emptyset)$ — the first move of ONE in $G^*(X)$ — and chooses $\tau(\mathcal{M}_1) = L_1 \in \mathcal{M}_1$ such that $L_1 \cap K_1 = \emptyset$, which is possible because $\mathcal{M}_1$ is moving-off; this is a legitimate move for TWO in $G^*(X)$. Let $\mathcal{M}_2 \in \mathcal{M}$ be the second move of ONE in $G_1(\mathcal{M}, \mathcal{L})$. TWO looks at $K_2 = \sigma(L_1)$ — the second move of ONE in
\[ G^*(X) \] – and chooses \( \tau(\mathcal{M}_1, \mathcal{M}_2) = L_2 \in \mathcal{M}_2 \) such that \( L_2 \cap K_2 = \emptyset \), and so on. Since \( \sigma \) wins for ONE in \( G^*(X) \), \( \{L_1, L_2, \ldots\} \in \mathcal{L} \), i.e., \( \tau \) wins for TWO in \( G_1(\mathcal{M}, \mathcal{L}) \).

\((b) \Rightarrow (a)\): Let \( \tau \) be a winning strategy for TWO in \( G_1(\mathcal{M}, \mathcal{L}) \). We shall define a strategy \( \sigma \) for ONE in \( G^*(X) \). Let

\[ \mathcal{E}_1 := \{ K : K \text{ a compact subset of } X \text{ and for any } \mathcal{M} \in \mathcal{M}, \tau(\mathcal{M}) \neq K \}. \]

Claim: \( \mathcal{E}_1 \notin \mathcal{M} \).

Suppose \( \mathcal{E}_1 \in \mathcal{M} \). Then \( \mathcal{E}_1 \) is a legal move for ONE in \( G_1(\mathcal{M}, \mathcal{L}) \). Consider TWO’s response \( C = \tau(\mathcal{E}_1) \). Then \( C \in \mathcal{E}_1 \) by rules of the game; on the other hand, by definition of \( \mathcal{E}_1 \) we have \( C \notin \mathcal{E}_1 \), and we have a contradiction.

Therefore, \( \mathcal{E}_1 \notin \mathcal{M} \). Choose \( K_1 = \sigma(\emptyset) \) such that for each \( K \in \mathcal{E}_1 \), \( K_1 \cap K \neq \emptyset \). For any response \( L_1 \) by TWO (in \( G^*(X) \)), \( L_1 \cap K_1 = \emptyset \) so that \( L_1 \notin \mathcal{E}_1 \). Let \( \mathcal{M}_1 \) be a moving-off family such that \( L_1 = \tau(\mathcal{M}_1) \).

Define now

\[ \mathcal{E}_2 := \{ K \in \mathcal{C}(X) : \text{ for any } \mathcal{M} \in \mathcal{M}, \tau(\mathcal{M}_1, \mathcal{M}) \neq K \}, \]

where \( \mathcal{C}(X) \) is the family of compact subsets of \( X \). In a similar way as it was shown that \( \mathcal{E}_1 \) is not moving-off one may prove that \( \mathcal{E}_2 \) is not moving-off.

Choose a compact set \( K_2 \subset X \) such that for all \( K \in \mathcal{E}_2 \), \( K_2 \cap K \neq \emptyset \); let \( K_2 = \sigma(L_1) \). If TWO’s response is \( L_2 \), then \( L_2 \cap K_2 = \emptyset \) implies \( L_2 \notin \mathcal{E}_2 \). So, choose \( \mathcal{M}_2 \in \mathcal{M} \) such that \( L_2 = \tau(\mathcal{M}_1, \mathcal{M}_2) \); and so on. TWO wins the game \( G_1(\mathcal{M}, \mathcal{L}) \), so that \( \{\tau(\mathcal{M}_1), \tau(\mathcal{M}_1, \mathcal{M}_2), \ldots\} \equiv \{L_1, L_2, \ldots\} \in \mathcal{L} \), i.e., \( \sigma \) is a winning strategy for ONE in \( G^*(X) \). \( \Box \)

With minor modifications in the previous proof one proves:

**Theorem 3** For any non-compact topological space \( X \) the following are equivalent:

\((a)\) TWO has a winning strategy in \( G^*(X) \);

\((b)\) ONE has a winning strategy in \( G_1(\mathcal{M}, \mathcal{L}) \).

**Example.** Theorems 1 and 2 state that for locally compact \( T_2 \) spaces the following are equivalent:

1. The space is paracompact,
2. TWO has a winning strategy in the game \( G_1(\mathcal{M}, \mathcal{L}) \).

The assumption \( T_2 \) in this statement is important. Example 54 of [19] is locally compact non-\( T_2 \) and TWO has a winning strategy in \( G_1(\mathcal{M}, \mathcal{L}) \), but the space is not paracompact.
4 Basic properties of \( \mathcal{M} \) and \( \mathcal{L} \)

**Lemma 4** Each (infinite) element of \( \mathcal{L} \) is in \( \mathcal{M} \).

**Proof.** Let \( \mathcal{L} \) be an element of \( \mathcal{L} \) which does not belong to \( \mathcal{M} \). There exists a compact set \( K \subset X \) such that \( K \cap L \neq \emptyset \) for each \( L \in \mathcal{L} \). For each \( x \in K \) choose a neighborhood \( O_x \) of \( x \) intersecting only finitely many members of \( \mathcal{L} \). From the open cover \( \{O_x : x \in K\} \) of \( K \) choose a finite subcover \( \{O_{x_1}, \ldots, O_{x_n}\} \). It follows that \( K \) intersects only finitely many elements from \( \mathcal{L} \), which is a contradiction. \( \square \)

**Lemma 5** For each positive integer \( k \), \( \mathcal{M} \rightarrow (\mathcal{M})_k^1 \).

**Proof.** Let \( \mathcal{M} \) be a moving-off family in \( X \) and \( \mathcal{M} = \mathcal{M}_1 \cup \ldots \cup \mathcal{M}_k \). Assume no \( \mathcal{M}_i \), \( 1 \leq i \leq k \), is moving-off. Choose compact sets \( K_1, \ldots, K_k \) in \( X \) such that for each \( i = 1, \ldots, k \), for each \( C \in \mathcal{M}_i \), \( C \cap K_i \neq \emptyset \). Then the compact set \( K = K_1 \cup \ldots \cup K_k \) witnesses \( \mathcal{M} \notin \mathcal{M} \). \( \square \)

**Lemma 6** For each \( \mathcal{M} \) in \( \mathcal{M} \), and for each compact subset \( K \) of \( X \), \( \mathcal{M}_K := \{M \in \mathcal{M} : K \cap M = \emptyset \} \) is in \( \mathcal{M} \).

**Proof.** Suppose \( \mathcal{M}_K \notin \mathcal{M} \). Then there is a compact set \( \Phi \) in \( X \) such that \( \Phi \cap M \neq \emptyset \) for each \( M \in \mathcal{M}_K \). On the other hand, for the compact set \( K \cup \Phi \) there is a set \( M_0 \in \mathcal{M} \) with \( M_0 \cap (K \cup \Phi) = \emptyset \). Thus \( M_0 \cap K = \emptyset \), which implies \( M_0 \in \mathcal{M}_K \), and \( M_0 \cap \Phi = \emptyset \) and we have a contradiction. \( \square \)

**Lemma 7** If \( f : X \rightarrow Y \) is a perfect mapping and \( X \) satisfies \( S_1(\mathcal{M}, \mathcal{L}) \), then \( Y \) also has the same property.

**Proof.** Let \( (\mathcal{M}_n : n \in \mathbb{N}) \) be a sequence of moving-off families in \( Y \). Using perfectness of \( f \) it is easy to check that \( (f^{-1}(\mathcal{M}_n) : n \in \mathbb{N}) \) is a sequence of moving-off families in \( X \). Since \( X \) has property \( S_1(\mathcal{M}, \mathcal{L}) \), for each \( n \) there is a set \( L_n \in \mathcal{M}_n \) such that \( \{f^{-1}(L_n) : n \in \mathbb{N}\} \) is a locally finite family (of compact sets) in \( X \). Perfect mappings preserve local finiteness (Lemma 3.10.11 in [4]) so that \( \{L_n : n < \infty\} \) is a locally finite family in \( Y \). \( \square \)

5 Consequences of \( S_1(\mathcal{M}, \mathcal{L}) \)

**Lemma 8** Let \( X \) be locally compact \( T_2 \) but not compact. If \( X \) satisfies \( S_1(\mathcal{M}, \mathcal{L}) \), then each element of \( \mathcal{M} \) has a countably infinite subset which is an element of \( \mathcal{L} \).

**Proof.** Let \( \mathcal{M} \) be an element of \( \mathcal{M} \). We must find a countably infinite subset \( \mathcal{N} \) of \( \mathcal{M} \) such that \( \mathcal{N} \) is in \( \mathcal{L} \). We show something slightly more general first:

For each sequence \( (\mathcal{K}_n : n \in \mathbb{N}) \) of elements of \( \mathcal{M} \) there is a sequence \( (K_n : n \in \mathbb{N}) \) such that for each \( n \) we have \( K_n \in \mathcal{K}_n \), \( \{K_n : n \in \mathbb{N}\} \) is in \( \mathcal{L} \), and is infinite.
Let \((K_n : n \in \mathbb{N})\) be a sequence of elements of \(\mathcal{M}\). Applying \(S_1(\mathcal{M}, \mathcal{L})\) we choose for each \(n\) an \(L_n \in K_n\) such that \(\{L_n : n \in \mathbb{N}\}\) is in \(\mathcal{L}\). If this set of \(L_n\)'s is infinite we are done. So assume it is finite, and choose \(n_1\) so that \(\{L_n : n \in \mathbb{N}\} = \{L_j : j \leq n_1\}\). Now \(K_1 = \bigcup_{j \leq n_1} L_j\) is a compact set.

Choose an open set \(V_1\) such that \(K_1 \subset V_1\), and \(\overline{V}_1\) is compact; this is possible because of local compactness of \(X\). Then for each \(j > n_1\) put \(K_j^2 = \{K \in K_j : K \cap \overline{V}_1 = \emptyset\}\).

By Lemma 6 the sequence \(\{K_j^2 : n_1 < j < \infty\}\) is a sequence of members of \(\mathcal{M}\). Again, apply \(S_1(\mathcal{M}, \mathcal{L})\) to this sequence to obtain a sequence \(\{L_j^2 : n_1 < j < \infty\}\) where for each such \(j\) we have \(L_j^2 \in K_j^2\), and \(\{L_j^2 : n_1 < j < \infty\}\) is in \(\mathcal{L}\). If this set is infinite, we are done. Else, there is an \(n_2 > n_1\) such that \(\{L_j^2 : n_1 < j < \infty\} = \{L_j^2 : n_1 < j \leq n_2\}\). Then define \(K_2 = \bigcup_{n_1 < j \leq n_2} L_j^2\).

Since \(K_2\) is compact and disjoint from the compact set \(\overline{V}_1\), again by local compactness of \(X\), we find an open set \(V_2 \supset K_2\) such that \(\overline{V}_2\) is compact and also disjoint from \(\overline{V}_1\). For each \(j > n_2\) define: \(K_j^3 = \{K \in K_j^2 : K \cap \overline{V}_2 = \emptyset\}\), and so on...

Either at some finite stage of this construction an infinite selector for the original sequence of \(K_n\)'s is obtained, or else the collection \(\{L_j : j \leq n_1\} \cup \{L_j^2 : n_1 < j \leq n_2\} \cup \cdots\) is an infinite, locally finite (as witnessed by the \(V_n\)'s) selector. \(\square\)

**Theorem 9** For \(X\) non-compact, but locally compact \(T_2\), the following are equivalent:

1. ONE has no winning strategy in the game \(G_1(\mathcal{M}, \mathcal{L})\);
2. \(S_1(\mathcal{M}, \mathcal{L})\);
3. \(S_{\text{fin}}(\mathcal{M}, \mathcal{L})\);
4. ONE has no winning strategy in the game \(G_{\text{fin}}(\mathcal{M}, \mathcal{L})\).

**Proof.** \((1) \Rightarrow (2)\): By standard arguments.

\((2) \Rightarrow (1)\): Let \(X\) be as in the hypotheses and let \(\sigma\) be a strategy for ONE in the game \(G_1(\mathcal{M}, \mathcal{L})\). We show that there is a \(\sigma\)-play which is lost by ONE. To this end we construct compact sets \((L_{n_1, \ldots, n_k} : n_1, \ldots, n_k < \infty)\) such that:

(i) \((L_n : n \in \mathbb{N})\) is infinite and in \(\mathcal{L}\);

(ii) For each \(n_1, \ldots, n_k\), \((L_{n_1, \ldots, n_k, n} : n \in \mathbb{N})\) is infinite and in \(\mathcal{L}\).

Namely: \((L_n : n \in \mathbb{N})\) is a subset of \(\sigma(\emptyset)\), the first move of ONE. An infinite set like this exists by the preceding lemma. Next, for each \(n\), pretend \(L_n\) is TWO's move and consider ONE's response \(\sigma(L_n)\), an element of \(\mathcal{M}\). Applying the preceding lemma again we find an infinite set \((L_{n, k} : k < \infty)\) in \(\mathcal{L}\) which is a subset of \(\sigma(L_n)\). Then with \(L_{n_1}\) and \(L_{n_1, n_2}\) given, consider \(\sigma(L_{n_1}, L_{n_1, n_2})\), a move by ONE and so an element of \(\mathcal{M}\). Applying Lemma 8 once more we
find an infinite set \((L_{n_1,n_2,k} : k < \infty)\) in \(\mathfrak{L}\), contained in \(\sigma(L_{n_1}, L_{n_1,n_2})\), and so on...

Now we construct a play for TWO against \(\sigma\), which defeats \(\sigma\). To begin, TWO chooses \(L_1\). By local compactness of \(X\) choose an open set \(V_1 \supset L_1\) with \(\overline{V}_1\) compact. Applying Lemma 4, choose an \(n_2\) so that \(L_{1,n_2} \cap \overline{V}_1 = \emptyset\). Then choose an open set \(V_2 \supset L_{1,n_2}\) with \(\overline{V}_2\) compact and disjoint from \(\overline{V}_1\). Again use Lemma 4 and choose \(n_3\) so that \(L_{1,n_2,n_3}\) is disjoint from \(\overline{V}_1 \cup \overline{V}_2\), and so on.

The so constructed sequence

\[L_1, L_{1,n_2}, L_{1,n_2,n_3}, \cdots\]

is a legal sequence of moves by TWO and is in \(\mathfrak{L}\) – whence ONE lost the corresponding play, even though ONE was using the strategy \(\sigma\).

(3) \(\Rightarrow\) (2): Let \((M_n : n < \infty)\) be a sequence of elements of \(\mathfrak{M}\). We define for each \(n:\)

\[\mathcal{N}_n := \{M_1 \cup \cdots \cup M_n : 1 \leq i \leq n, M_i \in \mathcal{M}_i\}\]

Now for each \(n\) choose a finite set \(\mathcal{F}_n \subset \mathcal{N}_n\) such that \(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n\) is an element of \(\mathfrak{L}\). Let \(\{k_1, \cdots, k_n, \cdots\}\) enumerate the infinite set \(\{k : \mathcal{F}_k \neq \emptyset\}\). Write

\[F_{kj} = M^j_1 \cup \cdots \cup M^j_{k_j}\]

for all \(j\).

Now put

\[L_j = \begin{cases} M^1_1 & \text{if } j \leq k_1, \\ M^j_1 & \text{if } k_{i-1} < j \leq k_i. \end{cases}\]

Each \(L_j\) is an element of \(\mathcal{M}_j\) and \(\{L_j : j < \infty\} \in \mathfrak{L}\). So, we found a sequence witnessing \(S_1(\mathfrak{M}, \mathfrak{L})\).

(2) \(\Rightarrow\) (3) is obvious and (4) \(\Rightarrow\) (3) is standard.

(3) \(\Rightarrow\) (4): It is proven similarly to the proof of (2) \(\Rightarrow\) (1). \(\square\)

**Corollary 10** If \(X\) is a locally compact, but not compact, \(T_2\)–space such that \(S_1(\mathfrak{M}, \mathfrak{L})\) holds, then for each positive integer \(k\), \(\mathfrak{M} \rightarrow (\mathfrak{L})^2_k\).

**Proof.** It follows from Lemma 5 and Theorem 1 from [11]. \(\square\)

Using this result, by standard induction on \(n\) and \(k\), one obtains also

**Corollary 11** If \(X\) is a locally compact, but not compact, \(T_2\)–space such that \(S_1(\mathfrak{M}, \mathfrak{L})\) holds, then for each \(n\) and \(k\) in \(\mathbb{N}\), \(\mathfrak{M} \rightarrow (\mathfrak{L})^n_k\).
6 Selection hypothesis from Ramseyan hypothesis – a different version of “selectable pair”

In [11] we introduced the notion of selectable pair \((A, B)\) in order to find general results showing when partition relations imply selection hypotheses. We define now another version of that notion.

A pair \((A, B)\) is “dually selectable” if:

DS1 \(A\) and \(B\) are subsets of \(\mathcal{P}(\mathcal{P}(S))\);

DS2 If \(U \in A\) is countable and \(f : U \to \mathbb{N}\) is a function, and \((V_n : n \in \mathbb{N})\) is a sequence of elements of \(A\), then also \(\{A \cup B : A \in U, B \in V_{f(A)}\}\) is an element of \(A\).

DS3 Each element of \(A\) has a countable subset which is an element of \(A\).

DS4 For each \(A \in A\) and for each \(K \in A\), \(\mathcal{P}([^Z \subset S : K \subset Z]) \cap B = \emptyset\).

DS5 If \(B\) is in \(B\) and \(F \subset B\) is finite, then \(B \setminus F\) is in \(B\).

DS6 If \(C\) is a countable set of subsets of \(S\) such that

1. \((\exists B \in B)((\exists b \in B : (\exists X \in C)(X \subset b)) \in B)\) and
2. \((\forall X \in C)(\exists A \in A)(X \in A)\)

then \(C\) is a member of \(B\).

For locally compact, but non-compact \(T_2\)-spaces, \((\mathcal{M}, \mathcal{L})\) (defined in the beginning of the paper) is a “dually selectable pair”.

Following proofs of Theorems 4 and 5 in [11], and making the necessary small adjustments, one obtains:

**Theorem 12** If \((A, B)\) is a “dually selectable pair”, then:

1. If for each \(k \in \mathbb{N}\), \(A \to [B]_k^2\), then \(S_{\text{fin}}(A, B)\) holds.
2. If for each \(k \in \mathbb{N}\), \(A \to (B)_k^2\), then \(S_1(A, B)\) holds.

The last theorem, Theorem 9, Lemma 5 and Theorem 1 from [11] give the following important corollary.

**Corollary 13** Let \(X\) be a non-compact, locally compact \(T_2\)-space. Then the following are equivalent:

1. \(X\) satisfies \(S_1(\mathcal{M}, \mathcal{L})\);
2. \(\text{ONE has no winning strategy in the game } G_1(\mathcal{M}, \mathcal{L})\);
3. For each \(n\) and \(k\) in \(\mathbb{N}\), \(\mathcal{M} \to (\mathcal{L})_k^n\).

Let us mention that this result can be compared with a similar result from [7] (Theorem 2.3). The game in that theorem is similar to our game \(G_1(\mathcal{M}, \mathcal{L})\), and the part (i) from [7] is actually our (3) with \(n = k = 1\).
Another selection principle and paracompactness

In 1973, W. Haver [8] introduced a covering property for metric spaces called property C. In [1] Addis and Gresham reformulated the original definition of C in a form much more convenient for use in general topology:

A topological space $X$ has property C if for each sequence $(U_n : n \in \mathbb{N})$ of open covers of $X$ there is a sequence $(V_n : n \in \mathbb{N})$ of families of open subsets of $X$ satisfying the following three conditions:

1. For each $n \in \mathbb{N}$, $V_n$ is a disjoint family;
2. For each $n \in \mathbb{N}$, $V_n \subset U_n$;
3. $\bigcup_{n \in \mathbb{N}} V_n$ is an open cover of $X$.

In [2] this property was denoted by $S_c(O, O)$. [2] also defined and studied as a general selection principle $S_c(A, B)$, where $A$ and $B$ are collections of families of subsets of a space $X$.

We define now the following general selection principle.

Let $X$ be a topological space and let $A$ and $B$ denote collections whose elements are families of open subsets of $X$. The symbol $S_{lf}(A, B)$ denotes the following statement:

For each sequence $(U_n : n \in \mathbb{N})$ of elements of $A$ there is a sequence $(V_n : n \in \mathbb{N})$ such that for each $n \in \mathbb{N}$, $V_n$ is a locally finite family with $V_n \subset U_n$ (= for each $V \in V_n$ there is a $U \in U_n$ with $V \subset U$) and $\bigcup_{n \in \mathbb{N}} V_n \in B$.

It is clear that $S_{fin}(A, B)$ implies $S_{lf}(A, B)$.

Let us introduce the following notation (for a space $X$):

- $\mathcal{O}$ the collection of open covers of $X$;
- $\Omega$ the collection of $\omega$-covers of $X$; an open cover $\mathcal{U}$ of $X$ is an $\omega$-cover if $X$ is not a member of $\mathcal{U}$ and for each finite subset $F$ of $X$ there is a $U \in \mathcal{U}$ such that $F \subset U$.
- $\Gamma$ the collection of $\gamma$-covers of $X$; an open cover $\mathcal{U}$ of $X$ is called a $\gamma$-cover if it is infinite and for each $x \in X$ the set $\{U \in \mathcal{U} : x \notin U\}$ is finite.

From the definitions it follows that every paracompact space (no separation axiom is assumed) satisfies $S_{lf}(\mathcal{O}, \mathcal{O})$.

We shall see now that in the class of regular spaces paracompactness can be characterized by $S_{lf}(A, B)$ properties.

**Theorem 14** Let $X$ be a regular space. The following are equivalent:

(a) $X$ is paracompact;
(b) $X$ satisfies $S_{lf}(\mathcal{O}, \mathcal{O})$;
(c) \( X \) satisfies \( S_{lf}(\Omega, \mathcal{O}) \).

**Proof.** \((a) \Rightarrow (b)\): Trivial.

\((b) \Rightarrow (c)\): It follows from the fact \( \Omega \subset \mathcal{O} \).

\((c) \Rightarrow (b)\): Let \( \{ U_n : n \in \mathbb{N} \} \) be a sequence of open covers of \( X \). Let \( \mathbb{N} = N_1 \cup N_2 \cup \ldots \) be a partition of \( \mathbb{N} \) into countably many pairwise disjoint infinite subsets. For every \( n \in \mathbb{N} \) let \( \mathcal{V}_n \) be the set of elements of the form \( U_{n_1} \cup \ldots \cup U_{n_k}, k \in \mathbb{N}, n_1 < n_2 < \ldots < n_k \in N_m \), \( U_{n_i} \in \mathcal{U}_{n_i} \) for all \( i = 1, 2, \ldots, k \). The sequence \( \{ \mathcal{V}_n : n \in \mathbb{N} \} \) is a sequence of \( \omega \)-covers of \( X \). Apply \( S_{lf}(\Omega, \mathcal{O}) \) to the later sequence to find a sequence \( \{ \mathcal{W}_n : n \in \mathbb{N} \} \) such that for each \( n \) \( \mathcal{W}_n \) is locally finite, \( \mathcal{W}_n < \mathcal{V}_n \) and \( \bigcup_{n \in \mathbb{N}} \mathcal{W}_n \) is an open cover of \( X \). For each \( n \) and each \( W \in \mathcal{W}_n \) choose \( V_W \in \mathcal{V}_n \) such that \( W \subset V_W \). If \( V_W = U_{n_1} \cup \ldots \cup U_{n_k}, n_1 < n_2 < \ldots < n_k \in N_m, U_{n_i} \in \mathcal{U}_{n_i} \) for \( i = 1, 2, \ldots, k \), then choose all the sets \( U_{n_i} \cap W \) which are nonempty and denote by \( H(W) \) the family of sets chosen in this way. Let \( \mathcal{H}_n = \bigcup \{ H(W) : W \in \mathcal{W}_n \} \). Then the sequence \( \{ \mathcal{H}_n : n \in \mathbb{N} \} \) witnesses for \( \{ U_n : n \in \mathbb{N} \} \) that \( X \) satisfies \( S_{lf}(\Omega, \mathcal{O}) \).

\((b) \Rightarrow (a)\): Let \( \mathcal{U} \) be an open cover of \( X \). Applying \( (b) \) to the sequence \( \{ U_n = \mathcal{U} : n \in \mathbb{N} \} \) we find a \( \sigma \)-locally finite refinement of \( \mathcal{U} \). By Michael’s characterization of paracompactness [4] we conclude that \( X \) is paracompact.

\( \square \)

The following two theorems show that for some “nice” families of open covers the selection principle \( S_{lf} \) coincides with the principle \( S_{fin} \).

**Theorem 15** \( S_{lf}(\Omega, \Gamma) \) implies \( S_{fin}(\Omega, \Gamma) = S_1(\Omega, \Gamma) \).

**Proof.** Let \( \{ U_n : n \in \mathbb{N} \} \) be a sequence of \( \omega \)-covers of \( X \). Choose for each \( n \) a locally finite collection \( \mathcal{V}_n < U_n \) such that \( \bigcup_{n \in \mathbb{N}} \mathcal{V}_n \in \Gamma \). We show that each \( \mathcal{V}_n \) is in fact finite. Suppose there is some \( k \) for which \( \mathcal{V}_k \) is infinite. Take any \( x \in X \). Then, \( x \) belongs to all but finitely many elements of \( \bigcup_{n \in \mathbb{N}} \mathcal{V}_n \), hence to infinitely many members of \( \mathcal{V}_k \). On the other hand, there is a neighborhood \( O_x \) of \( x \) intersecting finitely many elements of \( \mathcal{V}_k \). A contradiction. \( S_{fin}(\Omega, \Gamma) = S_1(\Omega, \Gamma) \) was proved in [10].

\( \square \)

**Theorem 16** \( S_{lf}(\Omega, \Omega) \) implies \( S_{fin}(\Omega, \Omega) \).

**Proof.** Let \( \{ U_n : n \in \mathbb{N} \} \) be a sequence of \( \omega \)-covers of \( X \). For each \( n \) pick a locally finite collection \( \mathcal{V}_n < U_n \) such that \( \bigcup_{n \in \mathbb{N}} \mathcal{V}_n \) is an \( \omega \)-cover of \( X \). We prove that each \( \mathcal{V}_n \) is finite. Let \( x \) be any point in \( X \). Then for each \( n \), \( x \) belongs to finitely many members of \( \mathcal{V}_n \). Let \( K \) be a finite subset of \( X \). The set \( K \cup \{ x \} \) is finite, hence there are a natural number \( m \) and \( V \in \mathcal{V}_m \) with \( K \cup \{ x \} \subset V \). This means that \( K \) must be actually contained in one of finitely many members in \( \mathcal{V}_m \) that contain \( x \). \( \square \)
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